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Automated global mapping of minimal energy points on seams of crossing (MSX structures) were performed
by using the anharmonic downward distortion following (ADD-following) method, which has previously
been applied to the single potential energy surfaces (PESs) to perform automated global reaction route mapping.
In this study, the ADD-following is applied to a penalty function based on two PESs of different electronic
states. The present approach is effective not only for crossing seams between states with different symmetry
but also for conical intersections for states with the same symmetry. Many new MSX structures were discovered
on the S0/T1 and S1/T1 crossing seams and the S0/S1 conical intersections of H2CO by automated global
mapping using the ADD-following method. A possible pathway for dissociation of formaldehyde excited to
S1 at low energy is discussed.

1. Introduction

Seams of crossing play a key role in mechanisms of
photochemical reactions.1-4 A crossing seam between states with
the same symmetry constructs a (f - 2)-dimensional hypersur-
face, called a conical intersection, while the dimension of the
seam of crossing for states with different symmetry or spin
(neglecting spin-orbit interaction) is (f - 1), where f is the
number of vibrational degrees of freedom. Minimal energy
structures on seams of crossing (MSX structures) are considered
to be critical points for nonadiabatic reactions on the (f - 2)-
or (f - 1)-dimensional hypersurfaces like transition-state (TS)
structures on f-dimensional potential energy surfaces (PESs) for
normal or adiabatic (single PES) reactions. Hence, characteriza-
tion of MSX structures is one of the most important tasks in
theoretical studies on nonadiabatic reactions, including (but not
restricted to) photochemical reactions and some ion-molecule
reactions, and optimization techniques of MSX structures have
been developed in the past two decades.5-11 A technique linking
conical intersection points has also been developed11 since
internal conversion (IC) can take place at higher energy regions
on conical intersection hypersurfaces due to dynamical effects.12

Nevertheless, an extensive set of MSX structures can be a good
starting point to look into such higher energy points on conical
intersection hypersurfaces.

Optimization techniques of MSX structures5-11 have been
indispensable tools to conduct investigations on nonadiabatic
reaction mechanisms. These techniques can provide one MSX
structure starting from an initial guess. In other words, they can
be used to confirm whether there is an MSX structure similar
to a guessed structure or not. The importance of the MSX
structure, once found, in a nonadiabatic reaction can be discussed
based on its structure and energy, if a new MSX is found by
the optimization. This process requires many trial-and-errors

starting from a number of possible guesses, in order not to
overlook important MSX structures.

The same sort of problem is known for studies of thermal
reaction mechanisms, in which many starting geometries are
necessary to locate all or important local equilibrium (EQ)
structures and TS structures by an optimization technique.13,14

Recently, the anharmonic downward distortion following (ADD-
following) method was proposed to solve this problem.15 The
ADD-following enables one to find all the routes of reaction
starting from an arbitrary EQ structure, which had been
impossible by other techniques. A systematic and automatic
procedure for finding EQs and TSs by following reaction path
networks, i.e., the global reaction route mapping (GRRM)
method, has been established16,17 by using the ADD-following
for uphill walks and a standard steepest descent method or its
variations13,14 for downhill walks.

In this paper, an application of the ADD-following method
to the problem of automatic global search for MSX structures
is reported. We applied the ADD-following method to a penalty
function based on energy values of two electronic states
proposed by Levine et al.10 Its performance was tested by
applying it to the S0/S1, S0/T1, and S1/T1 crossing seams of
H2CO, and many new MSX structures were discovered for this
system by the automated global mapping.

2. Method

2.1. ADD-Following Method. The ADD-following15-17 was
proposed based on a well-known characteristic seen in many
typical potential curves (examples of such potential curves are
shown in refs 16 and 17). The characteristic is that such a
potential curve distorts downward from the harmonic function
defined at the bottom of the curve upon approaching a
dissociation limit or a TS. Hence, ADD can be a signpost or a
compass leading to dissociation channels (DCs) and TS
structures from an EQ structure. Actually, traces of ADD
maxima starting from EQ structures are very similar to corre-
sponding intrinsic reaction coordinate18,19 (IRC) pathways
integrated from TS structures,15,16 and the ADD-following in
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combination with a standard downhill walking method from
TSs13,14 has worked successfully in automated global reaction
route mapping.20-25

The scaled hypersphere search (SHS) method has been
developed to detect ADDs in a multidimensional coordinate
space.15-17 The SHS method can find an ADD by a comparison
of the reference harmonic function with the actual anharmonic
function on the isovalue hypersurface of the harmonic function.
The isovalue hypersurface constructs a hyperellipsoid centered
at a starting local minimum. In the SHS method, scaled normal
coordinates qi ()λi

1/2Qi) are employed instead of the normal
coordinates Qi, where λi is the eigenvalue of Qi. The use of qi

converts a hyperellipsoidal isovalue surface of the harmonic
function into a simple hypersphere. The harmonic energy value
on this scaled hypersphere is constant, and hence minima on it
correspond to ADD maxima. It follows that an ADD maximal
direction can be found by a simple constrained function
minimization. By following the ADD maxima with expanding
hypersphere radii, reaction pathways can be followed from an
EQ to TSs and DCs on single PESs. Further technical details
of the ADD-following by the SHS method and the automated
GRRM procedure are described in previous papers.16,17

This ADD principle may work not only for single PESs but
also for some other functions similar to PESs. In this study, it
is applied to a penalty function proposed by Levine et al.10 to
search for MSX structures. As shown below, the ADD-following
did actually work on the penalty function for H2CO.

2.2. A Penalty Function. Two values, i.e., an average energy
for the target states and an energy gap between the target states,
should be minimized simultaneously during the global mapping
of MSXs by the ADD-following method. Hence, a natural
choice of a form of penalty function should be a sum of these
two values with a suitable weight factor. Another requirement
for a form of penalty function is that it does not depend on the
sign of the energy gap. This requirement is meaningless when
two states with the same symmetry are considered, since, for
example, the S1 state is always higher in energy than the S0

state. However, the sign of E(S0) - E(T1) changes depending
on the areas of PESs, and the change confuses the automated
global mapping code without a special care. A penalty function
which satisfies both of these requirements is

V(X)) Estate1(x)+Estate2(x)
2

+ [Estate1(x)-Estate2(x)]2

R
(1)

Here, x is a molecular coordinate with f variables, Estate1 and
Estate2 are potential energies at x for the first and second
electronic states, and R (>0) is an arbitrary parameter. The
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respectively, where gi
state1 and gi

state2 are the ith components of
gradient vectors for the first and second electronic states,
respectively, and Hij

state1 and Hij
state2 are the ith-column jth-row

components of Hessian matrices for the first and second
electronic states, respectively. This function is very similar to
the one introduced by Levine et al.10 which includes two
arbitrary parameters. Since their function is designed for conical
intersections between states with the same symmetry, it does
not meet the second requirement concerned with the sign of
the energy gap. Hence, we modified it as eq 1 to satisfy this
requirement. In eq 1, the penalty of the second term is enhanced
when the energy difference between the two states is larger than
R. On the other hand, minimization of this function gives a
converged MSX structure within a desired numerical accuracy
when R is small enough.

Penalty function methods9,10 are not necessarily the best
approach for optimizing MSX structures.26 However, the ADD-
following method does not work with constrained optimization
techniques5-8,11 without a special trick. This is because the ADD-
following method uses a reference harmonic function defined
at a starting minimum point x0 to detect ADDs in multi-
dimension.15-17 The reference harmonic function centered at x0

is no longer meaningful at a different point x1, since the
directions of constraints change depending on the coordinate
x. This problem may be solved by updating the reference
harmonic function depending on the directions of constraints
during the ADD-following, although we use the simpler idea
in this study. The same problem will happen when the above
penalty function with very small R is employed, because, in
the limit of R ) 0, the second term in eq 1 converges to the
delta function which applies rigid constraint in directions lifting
the degeneracy of two states as in the case of constrained
optimization methods. Hence, our strategy to search for MSX
structures by the ADD-following method and the penalty
function is composed of two steps: (1) search for candidates of
MSX structures which are minima on the penalty function with
relatively large R and (2) refinement of such candidate structures
by minimizing the penalty function with very small R or by
using one of constrained optimization methods.5-8,11 In this
study, we employed the penalty function method10 also in the
second step.

TABLE 1: r Value (in kJ mol-1) Dependence of Geometrical Parameters (in Å or deg), Two Largest Harmonic Frequencies ω1

and ω2 (in cm-1), and Energy Gap ∆ (in kJ mol-1) between the S0 and S1 States at the 3SA-[12e10o]-CASSCF/aug-cc-pVDZ
Level, for the MSX of H2CO Reported in Ref 27a

R RC-O RC-H1 RC-H2 θO-C-H1 θO-C-H2 θH1-C-O-H2 ω1 ω2 ∆

100 1.195 1.107 1.852 143.7 109.3 75.5 3 094 4 453 8.70
50 1.195 1.108 1.856 143.9 109.4 74.8 3 997 6 334 4.31
30 1.194 1.108 1.858 144.0 109.5 74.5 5 078 8 200 2.58
10 1.194 1.108 1.859 144.1 109.5 74.2 8 678 14 236 0.86
1 1.194 1.108 1.860 144.1 109.5 74.1 27 288 45 070 0.09

a Also see S0/S1-MSX1 in Figure 1.
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Table 1 shows the R value dependence of structure param-
eters, the two largest harmonic frequencies (ω1 and ω2), and
the energy gap between the S0 and S1 states for an MSX of
H2CO reported by Araujo et al.27 recently. Since the structure
with R ) 1.0 kJ mol-1 has an energy gap of less than 0.1 kJ
mol-1, it can be a reference of this computation level. As seen
in this table, the structure smoothly converges to the one with
R ) 1.0 kJ mol-1. On the other hand, ω1 and ω2 are very large
for small R cases, since their eigenvectors correspond to
directions lifting the degeneracy of the S0 and S1 states in the
first order.1,2 These directions change during the ADD-following,
and searches using small R values did not give fruitful results,
giving few MSX candidates. Finally, R ) 30 kJ mol-1 was
found to be the smallest (best) choice to give enough numbers
of MSX candidates for the present system. Although this R value
seems to be working in other small organic molecules, some
adjustments might be required in the future for different systems
such as organometallic systems, cluster systems, and molecules
in an environment.

The procedure of applying the ADD-following method to the
penalty function is almost the same as the version of the ADD-
following for single PESs15-17 in which only EQ search is
performed and saddle-point optimization is skipped, as was
adopted to some hydrogen-bonding (H-bond) cluster systems.28-31

Step lengths are limited to avoid convergence error of CASSCF
due to large changes in molecular orbitals induced by a large
displacement as its recent application to a single PES of
CASSCF theory.25

2.3. Computations. In this study, we made two modifications
on the GRRM program.15-17 One is an implementation of the
MSX search code, and the other is an addition of an interface

with the MOLPRO program package.32 All geometry changes
were treated by the GRRM program, and the electronic energies
and gradient vectors were computed by the MOLPRO program.
All MSX structures of H2CO were optimized at the CASSCF33,34

and CASPT235,36 levels with the aug-cc-pVDZ basis set and an
active space including 12 electrons and 10 orbitals, i.e., (12e/
10o)-CASSCF. In the CASSCF calculations, the three-state
averaging (SA3) was performed with equal weight for the S0,
S1, and T1 states. In the CASPT2 calculations for the singlet
states, the multistate CASPT2 method36 for the S0 and S1 states
was employed. On the other hand, the T1 state was treated by
the single-state CASPT2 method.35 The level shift of 0.2 was
applied in the CASPT2 calculations to avoid the intruder state
problems in excited-state calculations.37 The R value in eq 1
was reduced until the energy gap between two states became
smaller than 0.1 kJ mol-1.

It is not very practical to use a high-level ab initio method in
the initial automated search for MSX candidates, since it requires
a large number of force calculations as shown below. Use of a
low-level method in the search and a high-level method in the
refinement calculation should be the candidate for being the
most efficient way. Hence, the 3SA-(4e/3o)-CASSCF/6-31G and
3SA-(2e/3o)-CASSCF/6-31G levels were considered in the
initial search. A single use of such a limited active space method
may be insufficient, since the (4e/3o) and (2e/3o) will give poor
results in LUMO/LUMO+1 quasi-degenerate and HOMO/
HOMO-1 quasi-degenerate regions, respectively; these two sets
of active space can cover these defects for each other. Some
special care will be required in high-symmetry species such as
linear molecules since more than one pair of orbitals can be
degenerate simultaneously, although it is not necessary for most

Figure 1. Equilibrium structures on the S0 (S0-MIN), S1 (S1-MIN), and T1 (T1-MIN) potential energy surfaces and MSX structures between the S0

and S1 states (S0/S1-MSXn), between the S0 and T1 states (S0/T1-MSXn), and between the S1 and T1 states (S1/T1-MSXn) of H2CO. Bond distances
(in Å), bond angles and dihedral angles (in deg) with italic, relative energy values (in kJ mol-1), and structure symmetry are also shown. Quantities
with and without parentheses are obtained by the CASPT2 method and the CASSCF method, respectively, with the aug-cc-pVDZ basis set and an
(12e/10o) active space. Structures newly found in this study are shown with (blue) squares.
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of organic molecules with a low symmetry such as C2V, Cs, and
C1.

An automated search using the CASSCF theory stopped
frequently because of the SCF convergence problem in some
preliminary test calculations. The convergence error can be
avoided by reconstruction of an orbital guess by using a different
weight for the state average, by including the larger number of
states in the state average, or by expanding the active space.
Then, a CASSCF calculation starting from such a good orbital
guess often gave a converged result for the original set of the
weight, the state number, and the active space. The GRRM
program applies such trials automatically based on an input
when the convergence problem occurs, and the automated
searches have never stopped before the completion of the global
mapping in the present applications to H2CO. There has been
another problem concerned with the SCF calculations that an
electronic structure which has been computed as a low-lying
target state changes into a higher state during the global search
due to chemical bond rearrangements. Hence, orbital guesses
were reconstructed at every predictor (sphere-expansion) step
of the ADD-following (uphill) and every 10 steps in IRC-
following (downhill) by the 5SA-(6e/6o)-CASSCF calculation,
where the S0, S1, S2, T1, and T2 states were averaged equally.
This procedure works for detection of exchanges of states and/
or orbitals induced by a large geometry change, and the
subsequent 3SA-(4e/3o or 2e/3o)-CASSCF calculation starting
from the 5SA-(6e/6o)-MO guess often converged to the correct
S0, S1, and T1 states at these computational levels. In other
words, the eigenvalue of the higher state is computed with the
larger active space to pick up desired two PESs at a given
computation level as is the case for the MO stability check38,39

for the ground-state PES.

3. Results and Discussion

The S0 PES of H2CO has been studied extensively by
theoretical calculations40-51,15-17,20,25 in connection with experi-
mental studies on the unimolecular photodissociation reaction
of formaldehyde,52-57 while there are relatively small numbers
of studies on its T1 and S1 PESs.58-63,27 Moore et al.55 showed
that the dissociation occurs on the S0 PES after rapid IC from
the S1 PES. However, MSX structures for H2CO reported
hitherto are an S0/S1-MSX which is located outside the potential
well of formaldehyde27 and an S0/T1-MSXs in the potential well
of hydroxymethylene (HCOH).60,62,63 Therefore, a thorough
search for MSX structures among the S0, T1, and S1 PESs is of
practical importance as well as it is a simple and good example
to test whether the ADD-following can discover unknown MSX
structures systematically and automatically.

Figure 1 shows three EQ structures on the S0, S1, and T1

PESs and nine MSX structures obtained in this study. Among
these nine, five are MSXs between the S0 and S1 PESs (S0/S1-
MSXn), three are MSXs between the S0 and T1 PESs (S0/T1-
MSXn), and S1/T1-MSX1 is an MSX between the S1 and T1

PESs. Only the CASSCF structure and energy are shown for
S0/S1-MSX2 since it has dissociated into CH2 + O during the
optimization at the CASPT2 level. Although optimization of
S0/T1-MSX1 at the CASSCF level did not converge resulting
in dissociation of one of the H atoms, it was confirmed to be
an MSX structure at the higher CASPT2 and MRCISD(Q)/aug-
cc-pVTZ levels. This S0/T1-MSX1 structure obtained with the
MRCISD(Q) level has been discussed in our previous paper64

to be a key structure in photodissociation mechanism and
dynamics of formaldehyde. As stated above, only S0/S1-MSX1,27

S0/T1-MSX2,60,62,63 and S0/T1-MSX360,62,63 have been known, and

others are new MSX structures discovered in this study by the
automated global mapping.

Figure 2 schematically illustrates the potential profiles for
inside the potential wells of formaldehyde and hydroxymeth-
ylene based on calculations at the CASPT2 level, where EQs
and TSs on the S1 and T1 PESs were reoptimized at the CASPT2
level starting from the structures reported in refs 60 and 64.

In spite of great previous efforts, the mechanism of photo-
dissociation dynamics of the formaldehyde molecule, in par-
ticular the mechanism of IC from S1 to S0, which was suggested
by experimental studies to take place before dissociation on S0,55

has been unknown. The present results suggests that the
photodissociation reaction at low excitation energy (<32 000
cm-1 ) 383 kJ mol-1) from S1 passes through the T1 state. The
direct S1 f S0 transition through the lowest S0/S1-MSX1 is
reachable only after going over the barrier (438 kJ mol-1) at
the S1 TS that leads to the H + HCO dissociation. The direct
S1 f S0 transition via any other newly found S0/S1-MSX
requires too high energy (>480 kJ mol-1). Thus no direct S1

f S0 transition is likely to take place at lower excitation energy.
The S1f T1 transition via the newly found S1/T1-MSX1 in the
basin of S1-MIN also requires high energy (431 kJ mol-1).
However, the S1 f T1 transition may be able to take place by
trickling down from S1 to T1 at all the geometries, while the
molecule in the S1 state spends a long time oscillating around
the S1-MIN structure,64 because PESs for the S1 and T1 states
are very close and nearly parallel to each other in energy at
any place in the basin of S1-MIN. Although the probability at
each geometry may be small because the spin-orbital coupling
between the two states belonging to the same electronic
configuration is expected to be small, the integrated probability
over a long time could be substantial. Once the system comes
down to T1 in the S1-MIN basin, the T1 f S0 transition via the
newly found S0/T1-MSX1 (390 kJ mol-1) can take place inside
this H2CO basin. There are two other lower energy S0/T1-MSXs
(∼330 kJ mol-1) located on the HCOH side; however, they are
reachable only after going over the T1 TS for isomerization with
a high energy of 465 kJ mol-1 and are not likely to be important
for the transition of T1 formed from S1 at low excitation energy
to S0.55 The present conclusion based on the CASPT2 energetics
is consistent with the result obtained recently by us based on
MRCISD(Q)/AV5Z energetics.64 After the transition to S0, the
dynamics on the S0 PES should start in the H2CO basin and
propagate via the tight-TS or the roaming pathway to give the
H2 + CO product.56 Surface-hopping trajectory simulations65

will be required in the future to further confirm this S1f T1f
S0 transition mechanism with computations of the excited-state
lifetimes.

Two recently reported MSXs, S0/T1-MSX2 and S0/T1-
MSX3,60,62,63 are placed along the internal rotation coordinate
of hydroxymethylene as shown in Figure 2B. However, some
MSXs are located at points strongly deviated from a specific
reaction coordinate, and they are very difficult to be guessed.
For example, the crossing for S1/T1-MSX1 cannot be expected
based on a dissociation reaction into CH2 + O. According to
spectroscopic data,66,67 PESs of the S0, S1, and T1 states correlate
with CH2 (X3B1) + O (3P), CH2 (a1A1) + O (1D), and CH2

(a1A1) + O (3P), respectively, where CH2 (a1A1) + O (1D) and
CH2 (a1A1) + O (3P) are higher in energy than CH2 (X3B1) +
O (3P) by 19 015 cm-1 and 3147 cm-1, respectively. Hence,
the S1 PES is expected to be always above the T1 PES along a
minimum energy path of the DC into CH2 + O. The change in
the coordination direction of the O atom toward CH2 and the
increase of the HCH bond angle help to achieve the degeneracy
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at the S1/T1-MSX1 structure. The S0/T1-MSX1 structure is also
difficult to be guessed, since there has been no report of an
IRC pathway as well as a minimum energy path of DC which
passes through a structure like S0/T1-MSX1 for all of the S0,
S1, and T1 PESs. This may be the reason why these very
important MSXs have been unknown. The present approach will
be a great help to find out such difficult MSXs systematically.

In the initial automated search by the ADD-following method,
8 MSX candidate structures were obtained for S0/S1-MSX at
the (2e/3o)-CASSCF level and 10 at the (4e/3o)-CASSCF level;
at the refined optimization, these resulted in 5 unique S0/S1-
MSX structures in Figure 1. In the S0/T1-MSX search 8 (2e/
3o)-CASSCF and 4 (4e/3o)-CASSCF candidate structures
resulted in 3 S0/T1-MSX structures, and 1 (2e/3o)-CASSCF and
2 (4e/3o)-CASSCF candidates resulted in 1 refined S1/T1-MSX
structure in Figure 1. Although the extensive systematic refined
search located smaller numbers of MSX structures, the extra
cost for starting from larger numbers of candidate structures
should be meaningful to confirm that there is no other significant
MSX structure between the set of two states. Computation cost,
i.e., the number of gradient evaluations for the initial automated
search by the ADD-following method, is very large (as in its
previous applications to single PES); 37 418 gradient calcula-
tions were needed for the S0/S1-MSX search at the (2e/3o)-
CASSCF level, 53 720 at the (4e/3o)-CASSCF level, 37 210
for the S0/T1-MSX search at the (2e/3o)-CASSCF level, 22 412
at the (4e/3o)-CASSCF level, 3035 for the S1/T1-MSX search
at the (2e/3o)-CASSCF level, and 8851 at the (4e/3o)-CASSCF

level. The numbers of gradient calculations linearly depend on
the numbers of local minima since the ADD-following should
start from all obtained local minima in the global mapping. The
average number of force calculations for one local minimum
on the present penalty function of H2CO is 4929, which is larger
than that on the single PES of H2CO of 3597.25 This is because
the 4929 includes costs of numerical Hessian evaluations via
24 force differentiation, while 247 Hessians were computed
analytically for each local minimum on average in the case of
the single PES of H2CO.25 Hence, we conclude that the
performance of the ADD-following method on the penalty
function of H2CO is comparable to the case of the single PES
of H2CO.

It should be noted that a probability of overlooking MSX
structures in an automated global mapping may be higher than
the case of global reaction route mapping on ground-state PES,
since results of excited-state calculations strongly depend on a
choice of an active space, a basis set, dynamical correlations,
and others. For example, the S0/T1-MSX1 structure was
overlooked if we considered only the (12e/10o)-CASSCF
method in the present refinement calculations. Although this
problem can be avoided if one used a very high level method
from the initial automated search, it is not practical because of
numerous force calculations required for automated global
mapping as shown above. Hence, it is better to consider more
than one practical computation level in both initial automated
search and final refinement calculation to reduce the probability
of overlooking important MSX structures.

Figure 2. Illustration of the potential energy profiles for inside the potential wells of formaldehyde (A) and hydroxymethylene (B) based on the
CASPT2 theory. Connections related to the MSX structures in Figure 1 are shown with red lines.
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4. Remarks on Applications to Larger Systems

In this study, we treated all ADDs starting from all local
minima obtained on the penalty function; i.e., the full-ADD-
following method is employed. Although the full-ADD-follow-
ing is very expensive, it is very powerful to locate almost all
structures including very high energy ones for a given compu-
tational level.15-17,20-25 Recently, the large-ADD-following
method was introduced to quickly explore low-energy regions
connected via low barriers,28 and it has been applied to relatively
large systems such as H-bond cluster systems with ca. 30
atoms28-31 and an organometallic system with about 100
atoms68,69 coupled with the ONIOM method.70-73 In other words,
the large-ADD-following can be effective for low-barrier
processes such as H-bond rearrangements, efficient catalytic
processes in mild conditions, and internal rotations. Photoin-
duced internal rotation is very important in some biological
systems,1,4 and test applications of the large-ADD-following
method to such model systems are in progress. An interface
with the ONIOM method is also under development.

5. Conclusion

An application of the ADD-following method15-17 to the
problem of searching MSX structures automatically and sys-
tematically was reported. The ADD-following method was
applied to a penalty function10 based on potential energy values
of two electronic states. The performance of the ADD-following
method on the penalty function of H2CO was similar to that of
the single (ground-state) PES of H2CO, and many new MSX
structures were obtained automatically on the S0/S1, S0/T1, and
S1/T1 crossing seams of H2CO. The ADD-following method can
be a powerful tool to systematically search for MSX structures,
as it has been so for global reaction route mapping on single
PESs.
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